
We are heading towards a future of connect-
ed, cooperative, and automated mobility 
(CCAM). Fuelled by advances in automated 
driving and communication technologies like 
5G cellular vehicle-to-everything (C-V2X), these 
developments will enhance the contemporary 
automated/autonomous driving functional-
ities and facilitate the next generation of coop-
erative autonomous driving applications (e.g., 
intersection movement assist, fleet manage-
ment systems, cooperative routing, and park-
ing services) and will extend the vision of Co-
operative Intelligent Transport Systems (C-ITS) 
which was investigated and developed since 
the early 2000s to improve road safety, traffic 
efficiency, and sustainability.

With the increased connectivity and 
cooperation among different heteroge-
neous systems that are produced by differ-
ent manufacturers, operate in highly dynamic, 
changing, and uncertain environments, and  
provide safety-critical services, the notion of 
trust is becoming a major concern and critical 
property of these systems [1]. The multiparty 
nature of these systems do not only include 
the vehicles themselves but also infrastructure 
technologies like Multi-access Edge Comput-
ing (MEC) and the cloud backends. Failures or 
attacks on one part of the system will have 
consequences throughout the overall Sys-
tem-of-Systems (SoS).

CONNECT’s main mission is to enable a dy-
namic and continuous assessment of trust in a 
CCAM system and to investigate mechanisms 
that provide increased trust assurances com-
pared to today’s systems. By this, the abstract 
notion of trust should become quantifiable, 
assessable, and thus practically usable to en-
hance the security and safety of CCAM systems.

establish sufficient level of trust into remote 
entities, so they trust one another to collabora-
tively execute safety-critical tasks. For example, 
if we consider a scenario from the Cooperative 
Intersection Management use case [2], where 
two vehicles drive towards an intersection, 
then we require a trust assessment mechanism 
that answers the question “How much trust 
can vehicle VA put into vehicle VB to coopera-
tively execute a specific function (e.g., safely 
passing the intersection)?”. 
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T o summarize, we think that trust management is a key ingredient to safe and secure CCAM systems. The require-
m e n t is that this assessment of trust relationships is quantifiable, verifiable, and assessable both at design- and runtime. 
CONNECT therefore works towards a technical implementation of such trust assessment in a trust management framework.
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The dynamic nature and the heterogeneity of 
the CCAM applications, as well as the dynam-
ic environments in which the systems operate, 
dictate that no initial trust between entities can 
be assumed. In response, we follow the Zero 
Trust security principle: “Never Trust, Always 
Verify”. Therefore, we need to explicitly 

Two vehicles drive towards an intersection, and 
they communicate their state information (e.g., 
position pa and pb, for vehicle Va and vehicle Vb, 
respectively) to the multi-access edge comput-
ing (MEC). MEC processes the received informa-
tion and sends the vehicles their time slots (ta and 
tb). The first animation shows Intersection cross-
ing without collision: Va and Vb give correct infor-
mation about their location to the MEC, and the 
MEC gives them respective timeslots for crossing. 
The second animation shows Intersection cross-
ing with a collision. In this scenario, Va is malicious 
and gives the MEC wrong information about its 
position. Va is much closer to the center of the 
intersection in reality, than what Va reports it to 
be. Based on the wrong information from Va, the 
MEC gives the priority of passing to the Vb, but 
the vehicles end up crossing simultaneously, re-
sulting in a collision

scenario shall enable the MEC to assess the trust 
in the vehicles and also the vehicles to access the 
trust among each other. The trust Assessment 
ideally puts less trust in a malicious vehicle and 
the information that this vehicle shares, which 
prevents potential collisions.

Trust Assessment at runtime in the second 

Motivational Example

Solution: Trust Assessment! 
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To summarize, we think that 
trust management is a key 
ingredient to safe and secure 
CCAM systems. The require-
ment is that this assessment 
of trust relationships is quan-
tifiable, verifiable, and as-
sessable both at design- and 
runtime. CONNECT therefore 
works towards a technical 
implementation of such 
trust assessment in a trust 
management framework.
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Modelling and assessing trust us-
ing Subjective Trust Networks then 
form the basis for trust decisions, i.e., 
answering the question if there is 
sufficient trust in a specific situation 
to allow safe and trustworthy opera-
tion of a CCAM system and a specific 
driving function.
For this, two trust values have to 
be determined and compared. The 
first is the current level of trust also 
referred to as Actual Trust Level 
(ATL). The second is the required 
level of trust among so that a spe-
cific function can be executed in a 
trustworthy manner – referred to as 
Required Trust Level (RTL). Both 
can reference to a data item that 
an entity might receive and use in a 
driving function, or to another enti-
ty from which it consumes a service 
that it relies on. Only if the computed 
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We approach the first challenge by 
using a well-establish logic frame-
work called Subjective Logic that 
allows to reason about trust while 
also allowing to consider uncertain-
ty in our judgement. This uncer-
tainty can stem from incomplete 
evidence about trustworthiness 
that would prevent us from making 
dogmatic judgements. 
In order to reflect this uncertainty, 
CONNECT uses Subjective Logic 
for trust assessment, i.e., for rea-
soning, assessing and quantifying 
trust in CCAM. The general idea of 
Subjective Logic is to enrich prob-

abilistic logic by explicitly including 
uncertainty about probabilities and 
subjective belief ownership. Sub-
jective Logic explicitly represents 
the amount of ‘uncertainty on the 
degree of truth about a proposition’ 
in a model called subjective opinion 
[3]. Based on this, Subjective Trust 
Networks allow to model complex 
trust relationships and to assess trust 
from the perspective of individual 
actors in our system.

ATL exceeds the RTL, the execution of 
a specific function can proceed in a 
trustworthy manner.
Referring again to the motivational 
example: When we ask “How much 
trust is vehicle VA required put into 
vehicle VB to provide data correct-
ly to safely engage in a maneuver 
at a cooperatively managed inter-
section?”, this determines Required 
Trust Level. On the contrary, if we ask 
“What is the actual level of trust that 
vehicle VA has for data provided by 
vehicle VB or to vehicle VB in gener-
al with respect to performing a joint 
maneuver in a cooperatively man-
aged intersection?”, then this deter-
mines the Actual Trust Level.
In CONNECT, we want to investigate, 
design, and develop this Trust Man-
agement Framework in order to bring 
Trustworthy CCAM closer to reality.
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Implementing this trust manage-
ment framework requires a number 
of challenges to be solved and solu-
tions to be developed. Starting from 
a system model, we need a suitable 
representation of trust which al-
lows us to model trust relationships 
in CCAM systems in a way that ful-
fils the requirements stated above. 
Second, we need to embed this trust 
model into a framework that can ex-
ecute trust assessment and take de-
cisions on whether the required trust 
is achieved or not.

Design of a Trust Management 
Framework

Reasoning under uncertainties 
with subjective Logic

Taking Trust Decision
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