
Autonomous vehicles, and the broader so-
cio-technical systems that they will be a part 
of, are likely to have a deep, lasting impact on 
our societies. Trustworthiness and trust are key 
values that will play a role in shaping the devel-
opment and deployment of autonomous driv-
ing systems. There has been significant recent 
attention to use of trustworthiness and trust as 
operational concepts in technological design 
as a means to minimize risk and ethical harms 
while maximizing the benefits. This is reflected, 
for example, in the calls and assessment criteria 
for trustworthy AI by the EU High-level Expert 
Group on AI (HLEG, 2019) as well as in calls for 
trustworthy AV systems (Fernandez Llorca & Go-
mez, 2021).

In CONNECT, a key aim is to enable a dynamic 
and continuous assessment of trust in a

CCAM (connected, cooperative, and automat-
ed mobility) system and to investigate mech-
anisms that provide increased trust assurances 
compared to today’s systems. To achieve this, it 
is important to have a clear and precise defini-
tional account of trustworthiness and trust that 
can be applied to, and is and practically useful 
in, the context of autonomous technological 
systems. The context of an autonomous sys-
tem would demand that the account of trust 
and trustworthiness followed here is applicable 
to a diverse set of relationships – for example, 
relationships involving two users, one user 
and a part of the autonomous system, and 
two technological parts of the autonomous 
system (or two components). The diversity of 
trust relationships potentially involved in such 
a socio-technical system requires an account of 
trust that can go beyond anthropocentrism and 
describe, for example, trust relationships involv-
ing technical components. 

One of the important aims here is, therefore, to 
provide an account that is applicable on a spe-
cific level and at a general level. At the specif-
ic level, the aim in developing this definitional 
account is to facilitate operationalization of the 
concepts of “trustworthiness and trust” for de-
sign of autonomous systems and components 
therein. At the general level it is to offer broad 
accounts of trustworthiness and trust that can 

be used across a large range of technical and 
practical situations relating to these autono-
mous systems.

In general, trust can be conceived as of a three-
place relation involving a trustor (one who 
trusts), a trustee (one who is trusted), and the 
entrusted task or domain (Baier, 1986). Trustwor-
thiness can be broadly conceived as a measure 
of the trustee’s ability to achieve the entrusted 
task and respond to the trust placed in it by 
the trustor. Further, in some cases, the trust re-
lationship may depend on the “entrusted task” 
to be conceived more broadly than just a per-
formance outcome. Lee & See (2004), for exam-

ple, advance a 3P model of trust in automation, 
signifying that the trustor’s expectations from 
the trustee are a function of not just the perfor-
mance (outcome) of the entrusted task, but also 
the process (through which the entrusted task 
was carried out), as well as the purpose for which 
the entrusted task was chosen and fits into the 
overall scheme of the technological system in 
consideration. It should not be noted though 
that for trust relationships to work successfully, 
trustor’s expectations need to be appropriate or 
reasonable, otherwise there may be a threat for 
misuse and disuse (Lee & See, 2004). It is critical 
to avoid, for example, overtrust, where the trus-
tor’s expectations exceed trustee’s capabilities. 
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In CONNECT, our aim is to provide more con-
crete and a further refined list of such key re-
quirements and properties of a trustworthy 
CCAM AV system, as well as its components. 
Further, through our research within the CON-
NECT program, we also aim to demonstrate the 
methodology for identifying properties that 
enable both the design of trustworthy mobility 
systems as well as evaluation of trustworthiness 
of existing and/or future mobility systems and 
their components.  
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minimum standards are met. For instance, a 
user may not value protection of his/her private 
information, but a system that fails to protect 
privacy related concerns would still fail to be 
trustworthy. Privacy protection and appropri-
ate information flow is central in addressing 
key ethical concerns, for example, of human au-
tonomy and non-discrimination. Since auton-
omous vehicle systems depend on gathering 
and processing a significant amount of data of 
the vehicle a passenger is in, the environment, 
and even potential pedestrians on the road, it is 
imperative that such data is accessible only to 
those with authorized access and not accessible 
to potentially malicious or third parties without 
authorization or consent from the users. The 
aim in CONNECT is to design and develop pri-
vacy enhancing technologies that prevent such 
unauthorized access to collected data, and that 
also ensure controlled and restricted linkabili-
ty of personal information or of data that may 
pose significant privacy risks for a user. 
Similarly, there are other key ethical principles 
that determine the properties an autonomous 
vehicle system must exhibit in order to meet 
reasonable expectations, and consequently, 
be deemed worthy of trust. Potential exam-
ples of such key ethical principles include: 
Respect for human autonomy, prevention of 
harm, fairness, and explainability (Fernandez 
Llorca & Gomez,2021). Explainability, for exam-
ple, is a key principle in consideration in CON-
NECT, through which we aim to ensure that 
there is transparency for the user regarding 
the purposes and capabilities of the system, 
particularly in relation to key decisions regard-
ing handling of information and deployment 
of privacy enhancing technologies.
These key ethical principles can then be trans-
lated into properties or requirements for AV 
systems to be deemed trustworthy, such as: 
Human oversight, transparency, accountability, 
privacy protection, non-discrimination, techni-
cal robustness, safety, societal and environmen-
tal well-being.

In the context of autonomous vehicle systems, 
even if a user does not have expectations re-
garding particular values, we might require that 
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In the case of autonomous systems, trustwor-
thiness of the trustee can be further broken 
down into two components: competence and 
integrity (Kate Devitt, 2018). Here, competence 
implies technical aspects of the performance, 
such as reliability, accuracy, and so on. Integrity 
refers to the motives, goals, intentions of the 
trustee. For a non-human trustee, such as a 
technical component, a measure of integrity is 
the degree to which the expected behaviour 
(or past behaviour) of the trustee aligns with 
the goals of trustor. Together, the two com-
ponents of competence and integrity, give a 
sense of the trustee’s likelihood to meet the 
trustor’s expectations. 

In order to evaluate trustworthiness, it is criti-
cal that due attention is paid to the contextual 
conditions. For example, a sensor that is solely 
responsible for detecting an object in the path 
of the vehicle will need a higher degree of re-
liability than a sensor that is part of a system 
with some built-in redundancy through the 
use of series of such sensors that are utilized in 
conjunction to detect such an object. 

Given this discussion, Trustworthiness can be 
defined as the likelihood of the trustee to 
fulfil trustor’s reasonable expectations in a 
given context, where such expectations can 
be a function of the entrusted task, the process 
through which it was achieved, and the pur-
pose for which the task was chosen. Further, 
the context within which the trust relationship 
operates also plays a key role in determining 
what “reasonable expectations” would amount 
to. Another factor that determines the scope of 
“reasonable expectations” are the ethical con-
cerns and values in play in that context.
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